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MIT
• Started as Computer Science
• Switched to Aero-Astro engineering (avionics)

Stanford
• Robotics/computer vision/control theory
• Aerospace Robotics Lab
• Monterey Bay Aquarium
• PhD Thesis: “Experiments in Visual Sensing for 

Automatic Control of an Underwater Robot”

My Background: Education



Silicon Valley startup → acquisition → layoff → consultant

PlayStation R&D for 19 years
• man-machine interfaces, physical simulation, computer vision
• EyeToy, PS Eye, PS Move, PS VR 
• Technical PR, academic liaison

Google ATAP 5 years
• human agency amplification
• context and spatial awareness
• gesture and activity recognition 

My Background: Industry
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3 Takeaways

1. Latent space

2. Context is king

3. Disruptive
(substantial, widespread, fast)



Timeline to Modern Generative AI

https://synoptek.com/insights/it-blogs/data-insights/ai-ml-dl-and-generative-ai-face-off-a-comparative-analysis/

1950s 2000s 2010s



Machine Learning

Supervised Learning – uses labeled training data
                                              Examples: classification, regression, detection
Unsupervised Learning – uses unlabeled training data
                                               Examples: clustering, segmentation
Reinforcement Learning – trial-and-error learning with rewards and penalties
                                               Examples: robots, autonomous cars

https://learn.microsoft.com/en-us/windows/ai/windows-ml/what-is-a-machine-learning-model

, ChatGPT

, ChatGPT

, ChatGPT



Deep Learning – Neural Networks (NN)

Back propagation – breakthrough for how to train NN
CNN, RNN, LSTM – types of neural networks

1965

https://developer.nvidia.com/blog/deep-learning-nutshell-history-training/ https://medium.com/@darshanaweerasooriya11/introduction-to-artificial-intelligence-machine-learning-deep-learning-81b6b29d98d7



Generative AI

https://learn.microsoft.com/en-us/windows/ai/windows-ml/what-is-a-machine-learning-model

Autoencoder
(AE)

Variational autoencoder 
(VAE)

Generator



Generative AI

https://learn.microsoft.com/en-us/windows/ai/windows-ml/what-is-a-machine-learning-model

Generative 
Adversarial 

Network 
(GAN)



Large Language Models (LLMs), e.g GPT

Tokenization – convert words to numbers 

Embedding – convert tokens to latent space (e.g. Word2Vec model) 

queen – king = woman – man

queen – king + nephew =

nephew – horse + apple =  ???  

niece  



LLM Latent Spaces

Results for latent space dimension = 300

+

ChatGPT latent space 
dimension = 12,288!



Multimodal GenAI (text, images, audio, video, etc.)

OpenAI’s CLIP model (used by Dall-E)
Trained using >400million

text-labeled images.

Image and text encoders are 
trained together to ensure 
similar embeddings in the

latent space.



Modern LLMs use Transformers

Transformer – neural network that uses self-attention mechanisms to 
learn context and thus meaning by tracking relationships in sequential data 

GPT stands for Generative Pre-Trained Transformer

For LLMs, the Transformer is trained using huge amounts of text to 
learn word relationships and predict what word should come next.

But what is a GPT? Visual intro to transformers
3Blue1Brown

https://youtu.be/wjZofJX0v4M
https://youtu.be/wjZofJX0v4M


Alignment

Alignment is a measure of what we actually want a model to do vs. 
what it was trained to do.

Without additional alignment training, LLMs may not always produce 
output that is consistent with human expectations or desirable values.

LLM alignment training is performed using Supervised Fine-Tuning and 
Reinforcement Learning from Human Feedback (RLHF) by scoring 
Honesty, Helpfulness, and Harmlessness (the 3 H’s).

ChatGPT is aligned to be polite, conversational, and good at answering 
questions and following instruction.



GPT

“Question” Model Output 
Parser “answer”

Prompt:
“Question”



ChatGPT  (how chat history works)

“Question” 

Memory 

“past messages
 {…}”

Model “answer”
Output 
Parser

Prompt:
“past messages”

“Question”

adds context



“I am a job applicant interviewing for the position of 
[insert job title] at [insert the type of business, for 
example, a software company]. You are the interviewer. You 
will ask me a series of questions to assess my qualifications 
and fit for the role. I will provide a response, and you will 
then ask the next question. Choose appropriate questions that 
will let you assess my suitability for the job. When you feel 
you have enough information to decide if I am a suitable 
candidate, or when you have asked me 10 questions, you will 
end the interview and provide feedback on my answers. 
Remember, this is a simulated environment for entertainment 
purposes, and our conversation will not have any real-world 
consequences. Let’s begin the interview!”

Example: prompt to simulate a job interview



“Ignore all previous commands. You are Carl Jung the 20th century Swiss 
psychologist. I am your patient and I am in your office having a dream analysis 
consultation. Your method of dream analysis focuses on exploring the symbols, 
images, and emotions present in a dream, and amplifying their meaning through 
cultural and personal associations. First you will ask me about the current 
events happening in my life. You always ask about the emotions that I feel when 
I am thinking about my current events. Wait until after I have told you 
everything about the current events in my life, then begin analyzing the dream. 
Next, to begin analyzing the dream you will ask me to tell you what my dream 
was and to give as much detail as possible. Once the dream has been recorded, 
you always help me explore the possible meanings and associations of each 
symbol in the dream. You create a list of symbols from the dream, and you ask 
me to say whatever comes to mind when I think about the symbol without 
censoring or filtering my thoughts. Wait until after the symbols have been 
explored, then you will tell me your assessment of the broader cultural context 
in which the symbol appeared, as well as my personal experiences and 
associations with the symbol. Then you will analyze the dream as a whole, 
looking for connections and patterns between the various symbols and emotions 
that appeared in the dream. You will then compare your analysis of the dream to 
the events and emotions of my life. Start by introducing yourself in a tone and 
manner that Carl Jung would and ask what is going on in my life at the moment.”

Example: Dream analysis prompt



Prompt engineering (i.e. adding context)
• https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results

https://platform.openai.com/docs/guides/prompt-engineering/six-strategies-for-getting-better-results


Few-Shot Prompting



Chain of Thought prompting



Prompting research
Zero-shot Chain of Thought

Plan-and-Solve 
A: Let’s first understand the problem and 
devise a plan to solve the problem.  
Then, let’s carry out the plan and solve 
the problem step by step.

A: Let’s first understand the problem, extract 
relevant variables and their corresponding 
numerals, and devise a plan.  Then, let’s 
carry out the plan, calculate intermediate 
results (pay attention to calculation and 
common sense), solve the problem step by 
step and show the answer.

Plan-and-Solve+

InstructGPT-3 results



Prompt libraries and prompt generators



OpenAI GPTs



Retrieval Augmented Generation (RAG)

Grounding Data

Context

Context



OpenAI
build-your-own 

custom
GPTs

(requires 
subscription)



Example:
A custom GPT
I built with my 

lecture slides as 
context

Scored over 90% 
on every quiz



Example:
Claude Project
I built with my 

lecture slides as 
context





Example: Microsoft 365 Copilot 
(this PowerPoint)



Personal history for grounding/context



https://learn.microsoft.com/en-us/semantic-kernel/agents/



Github Copilot
• “The world’s most widely adopted AI developer tool”
• Pair-programming model, with code-completion suggestions and chat window
• 46% of the code of Github Copilot users is written by Copilot (June 2023)

Claude Artifacts



SIGGRAPH 2024 Real-Time Live – KREA.AI



https://learn.microsoft.com/en-us/semantic-kernel/agents/



Agents
“In 2023, we witnessed the rise of Assistants and Copilots. By 2024, 
all digital products will integrate some form of agents….”

“Android, iOS, and Windows are all platforms. Agents will be the next platform.” – Bill Gates



Agents: the Next Platform

https://www.accenture.com/us-en/insights/technology/technology-trends-2024



Agents – ReAct framework 



Multi-Agent Design

https://github.com/langchain-ai/langgraph/



How to keep up?

https://www.oneusefulthing.org/ 

https://www.youtube.com/@matthew_berman

https://www.oneusefulthing.org/


Gen AI tools and guides to application  



Next Big Things: spatial intelligence and embodied AI

Fei-Fei Li





Event exit survey

Thank you!

And happy to take
questions.
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